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1. Introduction

Scientists who study human reasoning across a range of cognitive domains have increasingly converged on the idea that there are two distinct systems (or types of system) involved. These domains include learning (Berry & Dienes, 1993; Reber, 1993), conditional and probabilistic reasoning (Evans & Over, 1996; Sloman, 1996, 2002; Stanovich, 1999), decision making (Kahneman & Frederick, 2002; Kahneman, 2003), and social cognition of various sorts (Petty & Cacioppo, 1986; Chaike and others, 1989; Wilson and others, 2000). Although terminology has differed, many now use the labels System 1 and System 2 to mark the intended distinction. System 1 is supposed to be fast and unconscious in its operations, issuing in intuitively compelling answers to learning or reasoning problems in ways that subjects themselves have no access to. System 2, in contrast, is supposed to be slow and conscious in its operations, and is engaged whenever we are induced to tackle reasoning tasks in a reflective manner. Many theorists now accept that System 1 is really a set of systems, arranged in parallel, while believing that System 2 is a single serially-operating ability.

Moreover, System 1 is generally thought to be unchangeable in its basic operations, to be universal amongst humans, and to be shared (at least in significant part) with other species of animal. It cannot be directly influenced by verbal instruction, and it operates independently of the subject’s explicit beliefs. In addition, its operations are thought to be either associative or heuristic in character (or both), epitomized in the phrase «quick and dirty». System 2, in contrast, is thought to be uniquely human, to be malleable, and to differ significantly between people, varying both by individual and by culture. It can be influenced by verbal instruction and can be guided, at least in part, by the subject’s beliefs. Furthermore, System 2 is supposed to embody some sort of normatively correct competence (at least to some significant degree,
and presumably following appropriate training). The properties generally attributed to the two systems can be seen summarized in figure 1.

**Figure 1. The properties of the two proposed systems**

<table>
<thead>
<tr>
<th>System 1</th>
<th>System 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unconscious/intuitive</td>
<td>Conscious/reflective</td>
</tr>
<tr>
<td>Fast</td>
<td>Slow</td>
</tr>
<tr>
<td>Parallel, high capacity</td>
<td>Serial, limited capacity</td>
</tr>
<tr>
<td>Automatic</td>
<td>Controlled</td>
</tr>
<tr>
<td>A set of systems</td>
<td>A single system</td>
</tr>
<tr>
<td>Not easily altered</td>
<td>Malleable</td>
</tr>
<tr>
<td>Universal amongst humans</td>
<td>Variable (by culture and by individual)</td>
</tr>
<tr>
<td>Mostly shared with other animals</td>
<td>Uniquely human</td>
</tr>
<tr>
<td>Impervious to verbal instruction</td>
<td>Responsive to verbal instruction</td>
</tr>
<tr>
<td>Independent of normative beliefs</td>
<td>Influenced by normative beliefs</td>
</tr>
<tr>
<td>Associative and/or heuristic-based</td>
<td>Rule-based and/or embodying normative competence</td>
</tr>
</tbody>
</table>

I shall argue that there is, indeed, a real, scientifically valid, distinction between a set of intuitive, unconsciously operating reasoning systems, on the one hand, and a reflective system whose operations are partly conscious, on the other. But I shall argue that this division fails to line up with many of the other properties generally associated with Systems 1 and 2. In particular, some intuitive systems can be slow, some can be controlled, and some can approach the highest normative standards; so the moniker «quick and dirty» is certainly inappropriate when applied to intuitive reasoning as such. Nor is it true that reflective reasoning always leads to improvement. On the contrary, in some contexts reflection leads to worse performance, and there are some tasks where reliance on intuitive reasoning is best. Moreover, reflective reasoning can also employ heuristics. Indeed, although there is (I shall argue) a fixed architecture underlying our reflective capacities, the latter can employ a hodge-podge of different procedures and abilities. In consequence, then, the distinction between System 1 and System 2 processes is not scientifically valid, failing to mark out any natural division within the mind.

---

1 The properties listed in figure 1 have been culled from many different sources. Perhaps only a few researchers would accept all of them. But all (until very recently) would accept most. (Some fresh proposals for characterizing the System 1 / System 2 distinction will be considered in section 4.)
Here is how the paper will proceed. Section 2 will outline and motivate an architecture for reflective reasoning, for the most part following Carruthers (2006). On this account, reflective reasoning is real, but it is largely realized in the cyclical operations of unconscious, intuitive, processes (including the set of systems normally regarded as belonging to System 1), rather than existing alongside of the latter. I shall explain how we have independent evidence of the various components of the reflective system, and how most of the components either already exist in non-human animals or are developments of precursors that exist in animals. I shall then go on, in section 3, to argue that despite the reality of the distinction between intuitive and reflective reasoning processes, this does not amount to a vindication of anything resembling the full System 1/System 2 distinction as outlined above. On the contrary, I shall show that the latter distinction fails to mark out anything that deserves to be regarded as a natural kind. Finally, in section 4, I shall compare the thesis defended in this article with some other recent proposals by leading figures in the field for reconceptualizing the System 1/System 2 distinction, put forward by Evans (2009), Frankish (2009) and Stanovich (2009), in particular.

2. An architecture for reflective reasoning

This section provides an explanation of the distinction between intuitive and reflective processes, and shows how the latter can be partly realized in cyclical operations of the former.

2.1. The puzzle of reflective reason

We begin with some prima facie puzzles about the postulated reflective reasoning system. The latter is presumably meant to be a pan-human capacity of some kind; and yet at the same time its operations are dependent upon learning and vary a great deal by culture and individual. How can this be? One possible answer is that there is an innately channeled reasoning system of some sort which is then molded and completed on the basis of experience. Compare the human motor system. This, too, is pan-human in its architecture, and presumably contains a significant amount of innate structure (think of sneezing and yawning, for the clearest examples, but innately channeled behaviors probably also include walking and talking). Yet it is also built to be a learning system, in which new motor modules are constructed each time someone acquires a novel skill (Ghahramani & Wolpert, 1997; Manoel and others, 2002). Hence the mature state of the motor system will likewise vary greatly by culture and by individual, depending on the skills that the people in question possess.
What is somewhat more problematic is to understand how the reflective reasoning system can be guided by verbal instruction, and how it can be partly dependent upon people’s beliefs about how they should reason. For the system in question is a cognitive one, issuing in transitions between one set of belief states and another, or generating decisions from a given set of beliefs and goals. And these cognitive transitions are presumably realized in some computational process or other. But how can verbal instruction and normative beliefs have the power to reach into the «innards» of this system, altering the state-transitions that are employed? How can a subject’s beliefs have the capacity to re-write the computational algorithms that are used? Since verbal instructions and normative beliefs have their paradigmatic effects on action, it looks as if the reflective reasoning system must somehow be action-dependent; and it must likewise be capable of being intentionally controlled. Indeed, this is what I shall shortly argue.

The deepest difficulty for anyone wishing to defend the reality of a distinction between intuitive and reflective reasoning processes, however, is to understand how the two are related to one another, especially when viewed from an evolutionary perspective. For each seems to replicate, to a significant degree, the functionality of the other, and is concerned with the same types of task. Each issues in new beliefs on the basis of evidence, and each issues in decisions about what to do when faced with choices. How can this be? How could the (relatively short) period of hominid evolution have issued in such wholesale change and duplication? And if there were pressures for improvements in reasoning and decision-making (such as an increased need for cognitive flexibility), then why didn’t they lead to modifications in the existing systems, rather than to the construction of an entirely different sort of system de novo? For that is the way in which evolutionary processes generally work.

How one answers these questions will obviously depend quite a bit on what one thinks about the character of non-human cognitive processes. For the more the latter resemble distinctively-human forms of thinking and reasoning, the deeper the problem. And in contrast, if one thought that all non-human animal behavior could be explained as resulting from various forms of associative conditioning, then the puzzle would largely disappear. For the benefits of rule-governed, systematically structured, forms of thinking and reasoning are obvious, especially in respect of flexibility and opportunities for one-shot learning. And it might be argued that these evolved in the hominid lineage subsequent to the evolution of the human language faculty, which provided the sort of structured representational system necessary for rule-governed reasoning to make its appearance (Bickerton, 2009). These questions will be addressed in section 2.2.
2.2. Unreflective reasoning in non-human animals

Contrary to the proposed explanation of the evolutionary need for System 2 reasoning, cognitive processes involving one-shot learning and structured representational states are *rife* within the animal kingdom. Bees, for example, can extract information about the direction and distance of a food source from a single presentation of a waggle dance. And experiments involving bee navigation demonstrate that they use both vector information (deriving either from their own dead reckoning computations or the dances of other bees) and landmark information gained during their own exploratory flights from the nest before they begin their lives as foragers (Menzel and others, 2005; De Marco & Menzel, 2008). They can use this information flexibly in the service of multiple goals (searching for nectar, pollen, water, etcetera, returning to the hive, or dancing for other bees), suggesting very strongly that their decision making involves computations over structured representational states (Carruthers, 2006).

Moreover, Gallistel has demonstrated that conditioning behavior itself is best explained in rule-governed computational terms, rather than in terms of associative strengths (Gallistel & Gibbon, 2001; Gallistel & King, 2009). He points out there are many well-known conditioning phenomena that are extremely puzzling from an associationist perspective, but that fall out quite naturally from a computational account. To give just a single example: the number of reinforcements that are necessary for an animal to acquire an intended behavior is unaffected by mixing unreinforced trials into the learning process. One set of animals might be trained on a 1:1 schedule: these animals receive a reward every time that they respond when the stimulus is present. But another set of animals might be trained on a 10:1 schedule: here the animals only receive a reward once in every ten trials that they respond when the stimulus is present. Still it will, on average, take both sets of animals the same number of rewarded trials to acquire the behavior. It will take the second set of animals longer to acquire the behavior, of course. If it takes both sets of animals 40 rewarded trials to acquire the behavior, then the first set might learn it in 40 trials, whereas the second set will take 400. But the number of reinforcements to acquisition is the same. This is extremely puzzling from the standpoint of an associationist. One would expect that all those times when the stimulus isn’t paired with a reward ought to weaken the association between stimulus and reward, and hence make learning the intended behavior harder. But it doesn’t, just as Gallistel’s computational model predicts.

Indeed, Gallistel and others (2001) demonstrate that animals in conditioning experiments who are required to respond to randomly changing rates of reward are able to track changes in the rate of reward about as closely as it is theoretically possible to do. Thus both pigeons and rats on a variable reward schedule from two different alcoves will match their behavior to the changing rates of reward.
There is a lever in each alcove, each set on a random reward schedule of a given probability. But these probabilities themselves change at random intervals. It turns out that the animals respond to these changes very rapidly, closely tracking the random variations in the immediately preceding rates. They certainly aren’t averaging over previous reinforcements, as associationist models would predict. On the contrary, the animals’ performance comes very close to that of an ideal Bayesian reasoner. And the only model that can predict the animals’ behavior is one that assumes that they are capable of calculating the ratio of the two most recent intervals between rewards from the two alcoves.

I conclude, therefore, that the evolutionary challenge to the distinction between System 1 and System 2 is sustained: since non-human animals engage in unreflective processes that can be both flexible and rule-governed, it is puzzling how a distinct system for reflective reasoning could ever have evolved. What I shall suggest in section 2.3 is that there is a sense in which it did not. Rather, reflective reasoning is realized in cycles of operation of unreflective forms of cognition, building upon and exapting the resources provided by the latter.

2.3. The mental rehearsal of action

In outline, the proposal is that reflection operates like this: action-schemata are selected and activated, and are mentally rehearsed (with overt action suppressed); this gives rise to conscious images which are globally broadcast (in the manner of Baars, 1988) and thus made available as input to the full suite of intuitive systems; the latter draw inferences from them, activate relevant memories, and issue in emotional reactions; during decision making the somatic consequences of the latter are monitored (in the manner of Damasio, 1994) and motivations are adjusted up or down accordingly; and the result is a whole new cognitive and affective environment influencing the selection of the next mentally rehearsed action (or in some cases, issuing in overt action). We have robust evidence of each of the components appealed to in this account, and each is very likely present in non-human animals, as I shall now briefly explain.

The creation of «forward models» of the expected sensory consequences of activated action-schemata is now quite well understood, as is its original function in facilitating fast on-line correction of action as it unfolds (Wolpert & Ghahramani, 2000; Wolpert & Flanagan, 2001; Wolpert and others, 2003). When attended to, these forward models issue in conscious motor imagery, as well as imagery of other sorts; and they can also do so when actions are mentally rehearsed with overt performance suppressed (Jeannerod, 2006). The result is sequences of motor images, visual images, or auditory images (often in the form of so-called «inner speech», when the actions rehearsed are speech actions), which serve as the conscious components of reflective thought.
It is also quite widely agreed that «global broadcasting» underlies the conscious status of conscious experiences and images (Baars, 2002; Dehaene & Naccache, 2001; Dehaene and others, 2003; Baars and others, 2003). Attended perceptual and imagistic representations are made accessible as input to a wide range of other cognitive systems for drawing inferences, for evoking and forming memories, for decision making, and for generating emotional and motivational responses. Moreover, there is evidence that motor cortex is active in the creation and transformation of visual images (Kosslyn, 1994; Ganis and others, 2000; Richter and others, 2000; Kosslyn and others, 2001; Lamm and others, 2001), and we also know that during episodes of inner speech not only the language comprehension areas of the brain but also language production areas and associated regions of motor cortex are active (Paulescu and others, 1993; Shergill and others, 2002). So we have evidence that activations of motor schemata are used to drive the sequences of conscious images found in reflective thinking. In addition, Damasio and colleagues have amassed a great deal of evidence of the crucial role that monitoring of emotional reactions to globally broadcast images plays in normal human decision-making (1994, 2003).

There is no reason to think that any of the components appealed to in this account is uniquely human (with the exception of speech and inner speech, of course). Indeed, there is some reason to think that apes might occasionally engage in reflective decision-making involving mental rehearsals of action, issuing in so-called «insight» phenomena (Carruthers, 2006). Moreover, we can be confident that by the time of Homo ergaster, some 1.4 million years ago, our ancestors were regularly using mental rehearsal of action in their reasoning and decision making (2006). For we know that there is no other way of producing the symmetrical hand-axes and blades of that era, using variable and unpredictable materials (Gowlett, 1984; Pelegrin, 1993; Mithen, 1996; Schlanger, 1996; Wynn, 2000). Stone knappers need to be able to plan several strikes ahead, in each case visualizing both the intended blow and its anticipated effects.

2.4. Reflection explained

Note that the above account has the resources to explain a significant number of the properties generally attributed to System 2, while also avoiding the puzzles about its existence raised in section 2.1. Because globally broadcast images are conscious, that element of each cycle of mentally rehearsed action will also be conscious (while the cognitive activity that precedes and follows the broadcast image will generally be unconscious). And because mental rehearsal activates and co-opts the resources of the various intuitive reasoning systems, its overall operations are likely to be significantly slower than most of the latter. Nor is there any special difficulty in explaining
how reflective reasoning could have evolved. For rather than existing alongside of intuitive reasoning systems while performing many of the same functions, reflection is partly realized in cycles of operation of the latter, utilizing pre-existing mechanisms and capacities. All that had to evolve were (1) a language system and (2) a disposition to engage in mental rehearsals of action on a routine basis.

Moreover, because action selection in general is under intentional control and can be influenced by normative belief and verbal instruction, so can the operations of the described reflective system. We can choose to engage in mental rehearsal (often unconsciously), just as we choose to engage in any other form of action. And just as with other forms of action, some sequences of rehearsal can be produced smoothly and automatically, resulting from previous practice (think, here, of doing an addition sum in your head). Others can be guided by beliefs about how one should reason, sometimes by activating a stored memory of a previous instruction (when faced with a version of the Wason selection task, for example, I might rehearse the sentence, «In order to evaluate a conditional, I should look for cases where the antecedent is true and the consequent false», or I might form a mental picture the standard truth-table for the conditional). And of course with each iteration of mentally rehearsed action the various System 1 systems that «consume» the globally broadcast images become active, sometimes producing an output that contains or contributes towards the solution.

3. Against the System 1/System 2 distinction

The ideas presented in section 2 (when suitably worked out and developed; see Carruthers, 2006, 2009, for more in this direction) appear sufficient to establish the reality of the distinction between intuitive and reflective reasoning, while explaining how the latter is realized in cycles of mental rehearsal. The present section will argue that this is not, however, a vindication of the System 1/System 2 distinction as it has normally been understood. Quite the contrary. This will be demonstrated, in part, via examination of some recent data that fall outside the normal range that reasoning researchers might typically consider.

3.1. Heuristics can be «rational»

One powerful critique of the System 1/System 2 distinction is implicit in the «simple heuristics» research program of Gigerenzer and others (1999). For they challenge the

---

2 It should be noted, however, that some reasoning researchers have always understood the System 1/System 2 distinction in such a way as to leave room for the point developed in this section. Thus, Evans and Over (1996), in particular, distinguish between two different kinds of rationality that are applicable
assumption that intuitive processes are always «irrational». Although these processes might fail to comply with the normative standards laid down by philosophers and logicians, they argue that standards of rationality need to be relativized to the cognitive powers and life-demands of those who employ them. Human beings have to form beliefs and take decisions in real time (often seconds or minutes; rarely longer), and they have to do so given limited and noisy information, and with severely limited computational powers. In such circumstances compliance with rational norms might be impossible. And indeed, when people try to take decisions in a way that complies with normative standards—as did Darwin when attempting to decide whether or not to get married, forming a weighted list of the pros and cons—they often fail, frequently overturning the results of their own calculations in favor of a «gut feeling» (Gigerenzer, 2007). Moreover, when heuristic methods are pitched against «normatively correct» ones, they often prove remarkably successful, and are frequently more robust than the latter in generalizing successfully to new environments (Gigerenzer and others, 1999).

Everyone allows, of course, that heuristic reasoning methods can lead to errors, and that humans often think and act in ways that are downright foolish. But instead of focusing on the distinction between «error-prone» heuristics and a supposed set of ideally rational norms, it is more fruitful to investigate the circumstances in which a given heuristic works well and those in which it doesn’t. This has issued in the concept of «ecological rationality» (Gigerenzer, 2000), which is the idea that particular reasoning heuristics will be well-adapted to certain cognitive environments but not others.

It is worth emphasizing, however, that proponents of the simple heuristics program need not deny the distinction between intuitive and reflective reasoning. And they had better not do so, for there is no doubt that humans often engage in conscious forms of reflection and that this can sometimes lead to improved outcomes. What they insist on (and rightly so) is just that the intuitive/reflective distinction fails to line up with the irrational/rational distinction (at least when the latter is properly naturalized).

3.2. Intuitive reasoning can be «slow»

Recall that System 1 processes are supposed to be fast by comparison with reflective forms of reasoning and decision making. No doubt this is true of many intuitive systems. But it surely isn’t true of all. Consider the processes that issue in romantic love, or romantic attachment.

____________________

to the two systems, one of which is ecological rationality (leading to successful outcomes in many circumstances) whereas the other is normative rationality.
Although some people believe in love at first sight, there is no doubt that in general the process takes considerably longer—often days or weeks, and sometimes months or years. Moreover, although people sometimes reflectively weigh up the good and bad points of a prospective partner, this certainly doesn’t always happen, and it is doubtful how effective it is when it does. Yet there is good reason to regard the process in question as one of reasoning. For psychologists have documented the multiple cues that influence romantic attachment, which are gathered over time and appear to be integrated with one another somehow to issue in an eventual intuition of the form, «This person is for me». These range from sensitivity to cues of kindliness (such as being nice to dogs and children) and intelligence (such as displaying a sense of humor), to the influence of physical attractiveness (including indicators of youthfulness in women and bodily symmetry in both sexes), to the unconscious detection of pheromones, and chemical information about the other person’s immune system obtained from saliva through kissing (Barrett and others, 2002; Buss, 2005). And in addition, of course (as readers of Jane Austen will be well aware), our own level of attachment is strongly influenced by signals of interest from the prospective partner.

A quite different form of intuitive reasoning that is slow rather than fast is popularly known as «sleeping on it». It is a familiar occurrence in daily life that one’s reflective reasoning about some problem has become «stuck»—one is unable to see a way to a solution—. So, one lays the problem aside, either literally going to sleep for the night or occupying oneself with other tasks. But then sometimes after an interval the solution suddenly and unexpectedly emerges into consciousness. It is natural to think that one must have continued reasoning about the problem, unconsciously, during the interim. Admittedly, this isn’t the only interpretation possible. For it may be that the reason one had got stuck with the problem in the first place resulted from adopting an inappropriate mental «set», which framed and constrained one’s conscious reflection. What happened during the time when one was asleep or doing other things, then, may have been that this initial set was forgotten. With that constraint out of the way, one is then able to approach the problem afresh, often resulting in success.

No doubt this sort of «set shifting» explanation is sometimes appropriate (Schooler & Melcher, 1995). But it can’t explain those cases where a solution emerges fully-formed into consciousness without any prior attention to the problem. For if all that happens in the interval following one’s previous attempts is that one forgets the initial line of approach to the problem that had led one astray, then, one would expect that one would thereafter have to think reflectively about the problem once again in order to achieve a solution. But this isn’t always what happens. And indeed, we will see towards the end of section 3.3. that there is direct experimental evidence that unconscious reasoning often takes place in the intervals during which one’s conscious mind is otherwise occupied.
3.3. Intuitive reasoning is better than reflection for some tasks

One set of data supporting the claim made in the title of this section is provided by Wilson and others (1993). They offered their subjects a choice between a number of different posters to take home to display on their walls. All subjects were allowed some time to study the posters on offer before making their choice. But one group were asked to articulate the positive and negative features of the various options, thus forcing them to be reflective in making their selection. The experimenters then followed up with each of the subjects a week later, asking them how happy they were with their new poster. Those who had chosen unreflectively expressed significantly greater satisfaction; and when asked how much money would be necessary to persuade them to sell their choice of poster back to the experimenters, those in the unreflective condition asked for double the amount demanded by those who had made their choice following explicit reflection.

This seems to be a case where unreflective choice is better than reflection, at least in the sense of leading to greater subjective satisfaction with the chosen object. Wilson and others (1993) hypothesize that the effect occurs because reflection will inevitably focus most attention on those good-making and bad-making features that are easily expressible in language, as well as perhaps narrowing attention to fewer features more generally. And the moral seems to be that when faced with a complex multi-faceted choice one should pay attention to as many features as one can, but one shouldn’t attempt to make one’s decision via conscious reflection and reasoning; rather, following study of the choices on offer one should «trust one’s gut feeling».

Even more decisive evidence of the benefits of unconscious over conscious forms of decision making has been provided by Dijksterhuis and colleagues (Dijksterhuis, 2004; Dijksterhuis and others, 2006). In one set of experiments subjects were asked to make a complex choice under one of three conditions. For example, they might be asked to choose the best of four cars when provided with ten items of information about each (cost, gas mileage, and so on). The information was arranged so that one of the items was best (with say eight positive features and two negative ones) and another was worst (with eight negative features and two positive ones), whereas the other two choices were of intermediate quality (in some experiments the good-making and bad-making features were calibrated against subjects’ own evaluations made at another time).

In one condition subjects were asked to make an immediate choice having been presented with all the information; in a second condition they were told to reflect for a few minutes before making their choice; and in the third condition they were provided with a demanding distracter task for the same amount of time, which would have made conscious reflection impossible. What the experimenters found
is that intuitive reasoning is significantly better than immediate choice, suggesting that the process in question is fairly slow. But they also found that intuitive reasoning is significantly better than conscious reflection (there was no qualitative difference between immediate and reflective choosing, suggesting that in these circumstances reflection brings no benefit).

Indeed, Dijksterhuis and colleagues have been able to demonstrate that successful intuitive reasoning is goal-dependent (Bos and others, 2008). They have thereby demonstrated that such reasoning isn’t always automatic, in contrast with almost every theorist who writes about the System 1/System 2 distinction (Evans, 2009; Stanovich, 2009). In one experiment subjects studied complex information about four different makes of car, as before. One set of subjects was asked to make a choice after a period of reflection, while another group was told that they would make their choice after completing an attentionally-demanding task, as previously. But now the third group was told that the relevant phase of the experiment was over, hence blocking the formation of any goal of choosing between the four cars. But after they had completed the same attention-occupying task as the second group, they were in fact presented with the same choice. There were no significant differences between the first and third groups. Only the subjects who had the opportunity to reason intuitively about their choice and also had the goal of choosing a car did better than those who chose reflectively. (Note that this result is inconsistent with a «set shifting» explanation, since the third group would have had the same opportunity to forget their initial characterization of the problem as did the second group.)

Even more remarkably, Bos and others (2008) were able to demonstrate that intuitive reasoning is guided by quite specific goals. They asked another set of subjects to study complex information about two kinds of object (cars and potential room-mates). One group of subjects was then told, before undertaking an attentionally-demanding task, that they would be choosing between the cars, whereas the other group was told that they would be choosing between room-mates. But then both groups were actually thereafter asked to choose the best car and the best room-mate. Members of both groups showed the benefits of unconscious reflection, but only with respect to the items that they had been given the goal of selecting between.

3.4. Intuitive reason can approximate to the highest normative standards

Not only can intuitive reasoning be markedly better than reflection, in some circumstances, but some unconscious processes can be highly optimal, approximating
to the most stringent normative standards. One example of this has already been discussed in section 2.2. This is the data from Gallistel and others (2001) concerning rate estimation in rats and pigeons, showing that the animals were tracking the randomly changing rates about as closely as it is theoretically possible to do (I presume that these animals were making their estimates intuitively, and weren’t engaging in conscious reflection!). But an even more dramatic example is provided by Balci and others (2009). They tested swift and intuitive assessments of risk, using similar experiments in both humans and mice, with very similar results (I shall discuss only the human data here, however, since our main topic is dual systems of reasoning in human beings).

The human subjects were set the task of «capturing» an object in one of two positions on a computer screen for a reward. There were two types of trial, short latency and long latency, the probability of each of which varied from one series of trials to the next. If the trial was a short one, the target could be captured in the left-hand position within two seconds of the stimulus onset; if the trial was a long one, the target could be captured in the right-hand position during the third second. Subjects were therefore required to estimate the optimum time to switch from the short-latency strategy to the long-latency strategy. This estimate depends upon two factors. One is the objective chance that the interval would be either short or long (this was set by the experimenters in each series of trials). The other is the accuracy of each subject’s own estimate of elapsed time (which varies from person to person, but which is normally in the region of ±15%). Balci and others (2009) were able to compute the optimum switch time for each subject, combining both sets of probabilities. This was then compared with actual performance. Subjects came within 98% of optimum performance. Moreover, very little learning was involved (either for humans or for the mice). In most series of trials, subjects were just as successful during the first tenth or the first quarter of the series as they were during the final tenth or the final quarter. This is a remarkable result, especially given the repeated finding that humans are so poor at reasoning about probabilities in explicit tasks.

A very different kind of normatively correct intuitive reasoning system is proposed by Sperber and Mercier (2009), which is designed for public argumentation. They initially motivate the need for such a system on evolutionary grounds, having to do with the epistemic vigilance that is necessary to sustain successful systems of communication. They point out that speech is a cooperative activity, and like all forms of cooperation it is vulnerable to being parasitized and undermined by cheaters and free-riders. People therefore need to be alert to the possibility of being misled, and should have a healthy skepticism about what others tell them, especially in circumstances where it is plain that conflicts of interest are involved.
This creates pressure, in turn, for would-be communicators to lay out reasons why
the communication should be accepted by their audience; which in turn creates
pressure on hearers to evaluate those reasons and to formulate counter-reasons where
necessary. So we should predict the emergence of a specialized argumentation system
to facilitate these tasks\textsuperscript{4}.

Sperber and Mercier (2009) then amass a broad body of evidence in support
of their proposal. Part of this consists in an extensive set of studies by a variety of
researchers demonstrating that people are much better at reasoning in argumentative
contexts (and this isn’t just a product of greater motivation, since paying subjects
to reason well in individual reasoning tasks has little effect). For example, although
subjects are notoriously bad at employing modus tollens arguments in standard
paper-and-pencil tasks, when people want to attack the views of others they are
actually very good at employing such arguments (Pennington & Hastie, 1993).
Even more striking, Moshman and Geil (1998) had one group of subjects attempt
Wason conditional reasoning tasks individually. Only 9% succeeded. Another set of
subjects were put into groups and asked to solve the same tasks, and a massive 70%
of the groups succeeded. It seems that subjects have the capacity to recognize correct
solutions when proposed by others. Indeed, it seems that such solutions can emerge
out of a process of discussion. For when groups were formed using only subjects
who had previously failed at the task on an individual basis, 30% of those groups
were nevertheless able to come up with the correct solution. Moreover, discussion
involving dissent has been shown to be a crucial determinant of group performance
(Schulz-Hardt and others, 2006).

In addition, and in contrast with the extensive studies that demonstrate poor
reasoning in subjects when working on tasks individually, naturalistic studies of
persuasion have found that people in argumentative contexts are remarkably good at
distinguishing good arguments from bad ones and at generating good arguments for
themselves (Petty & Wegener, 1998; Neuman and others, 2006). Especially striking
is the fact that even young children can engage successfully in argumentation (Stein
& Albro, 2001) and can spot argumentative fallacies (Baum and others, 2007).

\textsuperscript{4} Confusingly, Sperber and Mercier themselves describe the argumentation system as a \textit{reflective} one,
on the grounds that it is often engaged when we explicitly and consciously evaluate the arguments of
others or propose counter-arguments ourselves. This may be so. But since the internal operations of
the system are always unconscious it is plain, I think, that it should be classified as an intuitive system.
For all intuitive systems are capable of issuing in conscious outputs, and many may help to guide cycles
of conscious reflection. Indeed, when presented with someone’s argument, the argumentation system
will swiftly and unconsciously generate an intuition about the strength of that argument, together with
intuitions about its likely weak spots. This fits the normal characterization of an intuitive system.
3.5. Reflection can employ heuristics

So far this section has built a cumulative case that it is a mistake to describe intuitive reasoning systems as «quick, automatic, and dirty». For some of them can be slow; some can be controlled; some are more successful than reflective reasoning when dealing with the same types of task; and some can approximate to the highest normative standards. I now turn attention to reflective kinds of reasoning, questioning the extent to which such reasoning processes possess the properties generally attributed to System 2. The first point I want to make is that reflective reasoning, just as well as intuitive reasoning, can have a heuristic character.

While reflection can sometimes involve appeal to valid norms of reasoning, it can also involve the use of heuristics (this point is now fully accepted by some two-systems theorists, especially recently; see Frankish [2004], Evans [2009], and Stanovich [2009]). Some of these can be good and useful, and some can be bad. The «sleep on it» heuristic, which is often consciously and reflectively employed by people in our culture, might be a good example of the first sort. Moreover, if Sperber and Mercier (2009) are right about the existence of an intuitive argumentation system, then one might predict that a useful heuristic to employ when engaged in private reflective reasoning about some problem would be to imagine that the context is an argumentative one (for example, by engaging an imaginary opponent). For by simulating argument, one will provide the cues necessary for the argumentation system to become active. And then each cycle of mental rehearsal will be evaluated by that system, thus facilitating the transition to the next step in one’s reasoning in a normatively correct manner.

No doubt some conscious reasoning heuristics may result from individual learning and theorizing. But many will be culturally acquired (the «sleep on it» heuristic is surely an example of the latter sort). And a moment’s reflection is sufficient to demonstrate that many culturally sanctioned reasoning heuristics have been quite bad. Consider the common practice in many cultures of consulting an oracle, such as the entrails of a newly killed chicken, when making an important decision. It is plain to us that decisions made on this basis will be at chance. And it is equally obvious that people in such a culture would be much better off not reflecting about the decision at all, given that reflection will call to mind the «look at the entrails» heuristic, which is then likely to be followed⁵.

⁵ Note there is also a quite different sense in which reflection can involve heuristics. For insofar as reflection often activates and depends upon intuitive reasoning processes, then to that extent it will involve any heuristics that are employed within those processes. What I have in mind in section 3.5., in contrast, are heuristics that are consciously activated and deployed during reflection.
3.6. The fragmentation of reflective reasoning

The present section argues that reflective reasoning processes are by no means unitary in character. On the contrary, some can be based upon normative beliefs and can lead to good performance if the beliefs in question are correct (or to poor performance if the beliefs are incorrect). Some are skill-based, mediated by learned and internalized action sequences. And some depend upon the modular systems that mediate transitions within the architecture. I shall discuss each in turn. But I should stress that I don’t mean to imply that these three types of process are mutually exclusive. On the contrary, some instances of reflective reasoning will involve a combination of at least two of them, and some will involve all three.

Recall that reflection, on the account provided in section 2, is action-based. It can therefore be influenced in any of the ways that action can. And in particular, it can be guided by the subject’s beliefs (especially normative beliefs about how one should reason). One effect of taking a course in logic or probability theory, for example, is that one forms a number of beliefs about the ways in which reasoning should be conducted. As we noted earlier, when asked to evaluate a conditional one might pause to reflect, perhaps asking oneself the explicit question, «How does one evaluate a conditional?». When globally broadcast, this might call to mind (whether consciously or unconsciously) the acquired belief, «A conditional is only false when the antecedent is true and the consequent false». This belief provides the information needed to guide the next stage of reflection, leading one to think, in the context of a Wason selection task, for example, «So I should turn over the \( P \) and the \( \neg Q \) cards». Likewise when asked to assign probabilities to a series of statements, pausing to reflect might call to mind the belief, «A conjunction cannot be more probable than one of its conjuncts». This might then be sufficient to override some of one’s initial intuitions with respect to the cases.

These are examples where reflection will lead to improved performance, because the beliefs accessed via reflection are true. But of course training can also issue in beliefs that are false, either because of errors in the transmission process, or because the teachers themselves have false beliefs about how one should reason. The history of the philosophy of science, for example, is littered with cases where philosophers have endorsed normative standards for the conduct of scientific reasoning —including naïve inductivism and Popperian falsificationism— which would have seriously impeded scientific progress had they been adopted. Fortunately for us, most scientists received their training from other scientists, and not from philosophers of science, so the normative beliefs in question did little damage (for an argument that significant damage was done in psychology, however, especially in studies of children’s scientific reasoning, see Koslowski, 1996).
Since reflection is action-based, it can also involve habitual sequences that have been synergized together, in the same way that physical skills can involve such sequences. These can be acquired through training and practice, often in the context of formal schooling. This is surely true of the sequences of mental rehearsal involved when doing multiplication or long division sums, for example. But reasoning skills can also be acquired through imitation of the overt reasoning of other people. Much of the learning that goes on in universities is probably of this sort. Philosophy instructors exhibit, in their reasoning during class, patterns of thought that they hope their students will copy. And likewise faculty involved in scientific lab meetings will be exhibiting patterns of reasoning and problem solving to the students who are present.

The most straightforward way for reflection to operate, however, is by harnessing and engaging the resources of the intuitive systems that are the consumers of globally broadcast events (Shanahan & Baars, 2005). For example, by asking myself a question I might evoke information contained in one of the intuitive systems that I didn't know that I had, and that might not otherwise have become activated (Frankish, 2004). Another instance of the same phenomenon was discussed in section 3.5., on the assumption that Sperber and Mercier (2009) are correct about the existence of an intuitive argumentation system. Reflectively simulating an argument with an imagined opponent will cause this system will become active, thereby leading to an improvement in one’s reasoning.

Moreover, the deployment of intuitive systems through cycles of reflection is central to Damasio’s (1994, 2003) account of the operations of reflective practical reason. By mentally rehearsing a proposed action, images of that action become globally broadcast to the full suite of intuitive systems. Some of these elaborate the image to include its immediate consequences. But the results are also received as input by the emotional and motivational systems which respond accordingly, issuing in a set of bodily/emotional reactions. These are monitored by the subject, adjusting the motivation towards the proposed action upwards or downwards. We know from cases of people with frontal brain damage who have lost this monitoring capacity (but whose theoretical reasoning about action and the costs and benefits of different options can be fully intact) that this sort of practical reflection is crucial for leading a successful life (Damasio, 1994). But it is by no means infallible. On the contrary, it is subject to a number of fallacies and biases, such as overestimating the pain that we will feel through the loss of some major goal, for instance failure to be granted tenure (Gilbert, 2005).
4. Comparisons and conclusion

I conclude that there is no pair of reasoning systems (nor pair of system types) that lines up with all or most of the properties traditionally ascribed to System 1 and System 2. What really exists is a distinction between a set of intuitive systems and a reflective (mental rehearsal involving) architecture. This secures some of the properties of the original distinction (unconscious versus consciousness-involving, impervious to instruction versus malleable, and impenetrable by normative belief versus capable of being controlled by such beliefs). But some of the subsystems or processes within each can display normatively correct reasoning, each often makes use of heuristics, some intuitive systems can be as slow or slower than reflection, and some are goal-dependent rather than automatic. Moreover, some intuitive systems are better than reflective processes on the same task. In addition, although all reflective reasoning employs a common architecture of mental rehearsal and global broadcast, very different reasoning strategies and processes can be employed within that architecture. Some of these can be heuristic based, and some can be quite unreliable. Indeed, the very same architecture is also employed for non-reasoning processes, such as personal fantasy and mere «idle thinking».

I suggest, therefore, that while the distinction between intuitive and reflective processes is real, the distinction between System 1 and System 2 reasoning systems is not. Reasoning researchers should abandon the latter conceptual framework, and should instead focus on investigating the nature and variety of processes of both intuitive and reflective kinds. However, others, too, have recently suggested a reconceptualization of the System 1/System 2 distinction. I shall briefly consider the main two alternatives, contrasting them with my own proposal before concluding.

Evans (2009) now argues that System 1 processes fall into two distinct types. There are those that compete with System 2 processes, operating alongside them and issuing in intuitions, judgments, or decisions. And there are those that influence the operations of System 2, or provide input to System 2, while not generating the same sorts of outcomes in their own right. He also argues that we need to recognize a third system, which receives input from Systems 1 and 2 and makes decisions between them. I have no quarrel with these suggestions. But in respect of System 2 itself, Evans argues that it can be identified with the set of processes that involve working memory (which can otherwise differ from one another in many of the respects outlined in section 3). Although this suggestion contains an important element of truth, it doesn’t quite capture the distinction that we need. For anyone answering

6 Stanovich (2009), too, draws a related but different distinction within System 2 processes, between the computational powers of the conscious system and its reflective beliefs and dispositions.
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a question in an intuitive, unreflective, way will nevertheless be employing working memory to process the task instructions and maintain the ensuing representations long enough for the intuitive systems to generate an answer. What is distinctive of reflective processes is that actions should be mentally rehearsed, thereby issuing in appropriate sequences of imagery within working memory. In short, reflection is an activity, whereas working memory, as such, is not. But in any case (since processes that involve working memory are a heterogeneous lot) Evans’ recent position is consistent with one of the main claims argued for here, namely that there is no unified character to the set of processes labeled «System 2».

Frankish (2009), in contrast, characterizes the key difference between System 1 and System 2 in terms of control, as does Stanovich (2009). But we have already had occasion to note in section 3.3. that some intuitive processes can be controlled as well, at least in the sense that they are goal-dependent. Moreover, not all reflective processes are controlled by the agent’s beliefs and decisions, surely. For recall that reflection is action-based. Yet we know that actions can be triggered and guided independently of conceptual thought and decision-making. People will thoughtlessly mirror one another’s behavior in social situations, for example (Jeannerod, 2006), and the mere sight of object affordances (such as the «to-be-grasped» shape of a hammer or coffee mug) will trigger activation of the appropriate motor schemata, which then need to be actively suppressed to prevent them from becoming acted upon (Shallice and others, 1989; Jacob & Jeannerod, 2003). Moreover, the work of Bargh and colleagues demonstrates that action schemata (such as walking in the manner of an old man) can be activated and executed by suitable conceptual priming without giving rise to any belief that the subject is an old man or to any corresponding intention (Bargh and others, 1996, 2001; Bargh, 2005). We should predict, then, that reflective processes can be just as automatic as overt actions can be. Moreover (and just as one might expect, on my account), in individuals suffering from obsessive-compulsive disorder, not only behavior but also reflective thought processes are undertaken compulsively, outside of the control of the agent (Leckman and others, 1997).

I conclude that human reasoning is best characterized in terms of a distinction between a varied set of intuitive systems, on the one hand, and a cognitive architecture that enables us to engage in reflective thinking and reasoning, on the other (with the latter operating in heterogeneous ways). If one of the goals of science is to discover what natural kinds there are in the world —in the sense of homeostatic property clusters with unifying causal etiologies (Boyd, 1989, 1991)— then cognitive scientists would be well-advised to abandon the System 1/System 2 conceptual framework. The human mind is messier and more fine-grained than that.7

7 I am grateful to Keith Frankish and Hugo Mercier for their comments on an earlier draft of this paper.
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